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Abstract — This work investigates, for the first time to
our best knowledge, non-linearities in FDSOlI MOSFETSs
and compares them with bulk counterparts. &, 2" and 3¢
order |-V derivatives, followed by Harmonic Distortions of
2" and 39 order (HD, and HD;) were extracted based on
DC measurements and simulations. Design window (l8a
conditions) with strongly reduced non-linearity in FDSOI
versus bulk was identified and reasons of this redition are
discussed. Application of back-gate bias in FDSOI RASFET
was shown to allow for further improvement of nondnearity.

Keywords - Fully depleted (FD) SOI, MOSFETSs, non-
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I. INTRODUCTION

A. Non-linearitiesin FDSOI w.r.t. Bulk MOSFETSs

Fig.1 shows 4V4 and g,-V, curves of bulk and FDSOI
MOSFETSs in linear and saturation regimes. As exgibct
the bulk device exhibits a higher subthreshold eslapd
drain induced barrier lowering (DIBL) than FDSOlepn
and thus stronger threshold voltagey, Veduction with
V. Difference between FDSOI and bulk becomes stronge
with Vy increase. This appears also ip gurves: while
the curves are very similar in linear regimg;-yy bulk
curve stretches w.r.t. FDSOI one at higheg ®ue to
SCE, V4 dependence of body factor and 2D electric field
effect on mobility. g-I4 curve is an efficient representation

RESULTS AND DISCUSSION

28nm CMOS is considered as a very important nodéo demonstrate these effects (Fig. 2). AdvantageD8Ol

towards mixed digital- RF integration for Internet
Things (loT) and 5G applications. Amongst planetnelogies
for 28 nm node, Fully Depleted (FD) SOI procesghwi
ultra-thin-body and buried oxide (BOX) and grourdne
(GP)) still co-exists with bulk one. Improved elestatic,
scalability and variability, lower power consumptidoetter
performance in FDSOI MOSFETSs w.r.t. bulk counterpar
were proved [1]. Comparative studies of self-hegtin
(SH) and its effect on device performance as welR&
Figures of Merit were also reported [2,3]. This kverktends
for the first time, for our best knowledge, the g@amson

of these two technologies to the study of non-lities.
Non-linearity is primordial for RF implementations,
notably future 5G communication circuits. Drain reunt

in any MOSFET naturally features a non-linear depen
dence on the applied bias. This is expected tdfbetead

by scaling. Number of effects (e.g. series restg#aR,
short-channel effects (SCE), mobility degradatimesocity
saturation, ...) comes into a play complicating-toearity
modeling and making correct non-linear
prediction a complex task. Thus, experimental stafly
non-linearity is a crucial first step needed foe farther
fair modeling of these effects requested by desgne

. EXPERIMENTAL DETAILS

Devices studied in this work come from 28LP bulkl an
28FDSOI processes by STMicroelectronics.
process details can be found in [1]. MOSFETs wilteg
lengths L from 25 to 90 nm were studied. Drain entr
vs. gate voltage Vg, curves at different drain voltages
Vgy and }-V4 curves at different ywere recorded. In the

case of FDSOI these measurements were done atisario

back-gate biases,py To assess non-linearities], 12
and 3 derivatives from these curves were extracted
Omi=dl/dVy; GnmdlddVy*; Gna=d’ld/dVy; gu=dls/dVe;
gu=d’1/dV 4 gu=d’l4dVy>. Considering a memoryless
circuit excited by a sinusoidal signal with AC aimple
A, 2" and & order harmonic distortions were calculated
as HD=A/2|K /K 4|; HDs=AZ4|K /K 4| with K,=1/nid JdVy".

behavior

Moreb

w.r.t. bulk counterpart is clear in below-aroung;vegion
with better g, at a fixed §. However, at higher y
>V,+0.2 V, the curves of bulk devices stretch-outtw.r.
FDSOI ones to highergland g,;, whereas FDSOI ones
quasi-saturate with Mincrease (particularly at highgV/
This may appear similar to jReffect. However, B
extracted from RF measurements on the same devices
was shown to be lower in FDSOI [3]. Furthermogey 4
curves of these devices (not shown) do not indicate
strong difference in 8 Fig. 3a shows that while,g
maximum is lower in bulk devices,,glq curves of bulk
devices are stretched to highgr(the same is observed
for gm-V4 curves, not shown) w.r.t. FDSOI one at higher
V4. Or in another words FDSOI curves are compressed
w.r.t. bulk ones, thus providing a range of biam@sénts
where FDSOI features loweg,gw.r.t. bulk. Let's take an
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Fig 1. Experimental 4V, and g,;-V4 curves of FDSOI and
ulk devices at ¥=50 mV and 1 V. L=30 nm. W=48.6 um.
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Fig. 2. Experimental g-14 curves of FDSOI (solid lines) and
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example of \\=0.8 V _and (_l/(W/L)=1O HA: On Of both B. V, effect on non-linearity in FDSOI MOSFET
FDSOI and bulk devices is about the same (see2fig.  Fig 5 shows gi-14 curves of FDSOI device at various

but gy, is strongly reduced in FDSOI becausg &1 v, “Application of positive Y, results in the reduction
FDSOI de_V|ce is almost saturated under these dondjt gm maximum and global curve flattening. Similar
whereas it continues to grow in bulk counterparst yends are observed for higher order derivativdese
stretching g-14 curves. Similar behavior is observed for yrends can be explained by DIBL and subthreshalg sl
Om3Vg and gy-lq curves (not shown here). increase with positive 3 [4], from one side (low Y},
It would be worth pointing out that such differerice  and vertical electric field reduction when positivg,
Vg behavior of FDSOI w.r.t. bulk devices is not coetply  applied, from another side (higheg)VFig. 6 plots HD
reproduced in Spice simulations (sgg-ig curve in Fig. vs. |y for various V4, One can see that application of
3b, other derivatives are not shown due to lackpaice). positive \,q may allow for, firstly, further reduction of
It can be seen that, while lowg\urves agree well with HD, in the range where FDSOI already outperforms bulk
experiments for both FDSOI and bulk MOSFETS,(at Iy/(W/L)=13uA, chosen in the inset in Fig. 6, kiD
discrepancy appears at higheg fér FDSOI device. In  reduction is ~20-30 dB) and secondly, extension to
fact, “stretched” bulk curves are reproduced wethjle higher |; values (or lower Y, not shown) the range where
“saturation” (quasi—independence og) ¥f FDSOI ones FDSOI features lower HDw.r.t. bulk counterpart.
w.r.t. bulk at high \{ does not appear in Spice simulations; 3
FDSOI curves behave in the same way as bulk ones.
Silvaco simulations with and without SH (not shown)
strongly suggest that the experimentally obseriéerehce
in non-linearity behavior between FDSOI and bulkicles
is (at least partially) due to SH. Indeed, SH-iretlicise
of device temperature and relatgdelduction increases with
1ixVq and is known [2] to be stronger in FDSOI w.r.tkbu

In practice, however, the ratio of g to gy is important
rather than g itself. Fig. 4 plots distortion of"2and ¥
order in bulk and FDSOI devices. There exists arcle
bias and current conditions at which FDSOI outpeno  ,
bulk. It is worth pointing that a HDis minimized at
lower Iy and V-V, (not shown) ranges in FDSOI w.r.t.
bulk devices, thus of interest for low-power apgtions.
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V. CONCLUSIONS

Non-linear behavior of FDSOI and bulk MOSFETs
was comparatively studied through experiments and
S Vamsomy .1V simulations. T, 2", 3 derivatives of dc 4 as well as
HD, and H} were considered. Bias conditions at which
105 FDSOI strongly outperforms bulk counterpart in term
Normaized Drain Current, 1/(W/L) (uA) of non-linearity were identified. Worth pointing ah

Fig. 3. Experimental (a) and Spice simulated (g}lgcurves  minimization of non-linearity appears at lower lg&gsn
of FDSOI and bulk device at varioug.\L=30nm. W=48.6 um.  FDSOI w.r.t. bulk, which is beneficial for low-powe
HD; Ve applications. Application of positive ,y in FDSOI
opens a way for further non-linearity reduction.
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Abstract—This work describes a model for the C-V global
variability of 28 nm FD-SOI and analyses the effect of the
different process parameters on the measured C-V
variability using Leti-UTSOI simulations.

Keywords-FD-SOI, split C-V, global variability, Leti-
UTSOI, sensitivity analysis

[. INTRODUCTION

With CMOS technology scaling to sub-32 nm nodes, the
impact of process variability on device performance is
gaining importance [1]. A recent work [2] discusses the
impact of local and global variability on drain current
using a detailed statistical characterization. This work
explores the impact of global variability on the C-V
behavior of 28 nm FD-SOI devices.

After describing the used experimental setup, the paper
proposes a statistical model for the capacitance die-to-die
variability. After establishing the validity of the statistics
of process parameters extracted from C-V measurements,
the contribution of each process parameter to the total
variability is quantified using the proposed model.

1I. EXPERIMENTS

Split-CV measurements were performed using Agilent
HP407B C-V meter on long-large N channel MOSFETs
from the STMicroelectronics 28FD-SOI technology,
having front oxide equivalent oxide thickness (EOT) =~ 1.1
nm, 7 nm Silicon film and 25 nm BOX thicknesses [3]. An
AC signal with an amplitude of 25 mV and a frequency of
500 kHz was used in the C-V meter. The front gate to
channel capacitance (Cgc), from all the 114 dies on a wafer,
was used for the sensitivity analysis.

I11. STATISTICAL MODELING OF C-V VARIABILITY

Adapting the method in [2] for capacitance, the die-to-
die variation quantified by 6%(AC/C), where AC = C - Cy
(Co is the capacitance of die at the center of wafer), can be
modeled in terms of the sensitivity of the capacitance to
different process parameters as in Table I(1). The
sensitivities abs(0lnC/0P;) for each parameter P; can be
calculated using a model calibrated with the measurement
data. The percentage contribution (% P;), defined as Table
I(2) can be used to study the contribution of each
parameter to the total variability.

Iv. RESULTS AND DISCUSSIONS

The sensitivities obtained from Leti-UTSOI [4] are
compared with those obtained from TCAD and Poisson-
Schrodinger (PS) solver and is found to be similar (fig.
la), hence establishing the accuracy of the former.

A. Validity of statistical extraction

We have already reported methods [5] for the extraction
of the front oxide (Tox), Silicon channel (Ts;) and buried
oxide (Tgox) thicknesses from C-V data. Its ability to
reproduce the statistics is verified using Monte Carlo
(MC) simulations with Leti-UTSOI, using arbitrary
distribution of thicknesses as input. The extracted
thicknesses are found to follow the same input
distributions (perfect correlation, fig.1b). It is also found
to reproduce any correlations between thicknesses used at
the input (figs. 1c&d).

B. Evaluation of the model

The proposed model, Table I(1), is applied to the
measured C-V variations. The sensitivities are calculated
using Leti-UTSOI model calibrated with the measurement
data. Using the standard deviations of the process
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Figure 1. (a) Comparison of sensitivities obtained from
different simulators. (b) Perfect correlation observed
between input and extracted Tox. The offset between input
and extracted is due to dark space. Correlation between the
(c) input and (d) extracted Tsi and Tox. Results for NFET.



TABLE L. EQUATIONS USED

a%(AC/C) = a* (ln(C/CO)) =(@In C/aTox)zo'2 (Tax) +
(0InC/0Tg)*0*(Tg;) + (0 In C/0Tgox)?02(Tgox) +

1
(01nC/0V,,) 0% (V) + (3 1n.C/0V;) 0% (Vi) + M
@InC/oW)26?(W)+ (@InC/dInN,,e)?0?(In Nyey)
dInC/oP,)*a?(P;
%P, = M x 100 )

“Y.(0InC/aP)2a2(P)

parameters (o(P;)) (except flat-band voltages) extracted
from measurement as an initial guess, the fitting of the
model with measured variations is done at different Vi
values. The identification of the dominant contributors at
each bias condition, using Table I(2), facilitates the fitting
procedure. The o(P;) of parameters obtained from the fit
are close to those extracted directly from C-V
measurements (within a maximum error of 25%) (fig. 2).

Percentage contributions calculated with the fitted
values of o(P;) are shown in fig. 3. Tox is observed to be
the only dominant parameter in strong inversion,
irrespective of the bias applied at the back gate. For very
strong forward back biased condition (Vy, = 10 V), the
effect on Tsi becomes quite dominant in weak and
moderate inversion, during which the inversion channel
shifts from the back to the front interface. On the other
hand at Vy, = 0 V, the dominant contributor in weak and
moderate inversion is the front interface flatband voltage
(Vp), which is reasonable considering that the inversion is
at the front interface. Thus, the dominant contributors at
each bias condition can be identified.

The proposed model is shown to fit the measured C-V
variability, with the real values of o(P;) for each process
parameter in the technology used. Conversely, together
with the percentage contributions, it provides a method to
estimate the variance of different process parameters.
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Figure 2. (a) C-V curves obtained from measurement and
calibrated Leti-UTSOI model. (b-d) Fitting of the proposed
model for the front gate to channel capacitance of an NFET
at different Vb. The final values of the o(P;) obtained from
the fit is also given.
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Figure 3. Percentage contributions of the dominant
parameters (Tox, Tsi, TBox, and V) plotted as a function of
Vgat(a) Vb=-5V,(b) Vo=0V, (c) Vb=5V and (d) Vb=
10V for NFET.

V. CONCLUSIONS

The validity of the statistical information extracted
using previously reported methods has been verified
using Leti-UTSOI simulations. Further, a comprehensive
model for the C-V variability in FD-SOI devices has been
proposed and verified with the Cy of long large NFET.
The proposed model helps estimate the global variability
of process parameter and also provides a means to study
the contribution of each process parameter to the total
variation of the capacitance.
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Abstract—In order to estimate the statistical impact of
Random Telegraph Noise (RTN) on integrated circuitshe effect Il.  MEASUREMENT ANDRTN EXTRACTION
has to be analyzed for a large number devices. Thefore a new
approach for parallel testing and mass data analysi was A. Measurement setup and conditions
introduced. The data analysis is based on fitting @ussian curves The characterization is based on a National Instnis
into measurement data based on the Weighted Time LaBlot (NI) PXI system equipped with source measure UBNI)
(WTLP). The residual error is typically below 3%. Furthermore cards. The maximum sample rate for NI SMU cards881S/s
the influence pf Back Gate biasing on the number dadctive traps (600kS/s for the 4 channel cards). For the tesanaple rate of
for 17400 devices could be shown. 10kHz with up to 1 million samples for each deviceler test
Keywords—Random Telegraph Noise; parameter extraction; (DUT) was used. The Chass_ls is equipped with 17 SMU
FDSOI: CMOS: characterization phann.els in order to e_nable 8 times parallel tgsiie system
is easily scalable for higher throughput.

. INTRODUCTION Arrays of standard 4 pad devices are used instedevice

; ; - : matrix arrays (DMA), because DMA structures are suited
conYwVelt:hti\t/ri]Qe/ rat;;lg Iynee\é%lvmgsl ntaerriggtn oft(;l' h]iirrl%s (zl\o-?));(ljaﬁtlf::e for fast measurements [2]. The probe card with &2dfes can
! ; test 8 transistors parallel. Separate SMU chararelsised for
performance, power consumption and cost. The 22lamap Gate (G) alnd Drgin (D) Forpthe Back Gate (BG) @MU
fully depleted silicon-on-insulator (FDSOI) techogy [1] o 00s shared and the Source (S) is connestgdotnd
shows promising advantages over 28nm bulk and hheet :

dimensional FinFET technologies. 22nm FDSOI tecbap! This configuration allows individual biasing of éatransistor
offers smaller channel length thah 28nm, continudesice and parallel sampling of the drain current. Thesadioor of

X : ; . t setup for the 10 pA current rasgeeil
dimension scaling compared to FINnFET and super Iovﬂ’Ie measuremen ; L
threshold voltage due to the fully depleted featdtealso p(;(lf)\év sltgﬁllcﬁz:;i atrolk?elizarsjsgﬁd Flrgdbtle'r). Thisludes the
allows real time threshold voltage adjustment ef ’HOSFET Y ' P P '

via Back Gate bias. Therefore 22nm FDSOI is espieaieell- 1E14 TR
suited for analog/mixed-signal (AMS) and radio fregcy = 1E15 DUT 775 - RTN
(RF) applications. z l-E-16 naise limit
o o ] o "‘-—--..h‘k ....... 1/f
In contrast to digital only applications a smalisgolevel = 1E-17 . 1/¢
can already have severe impact for AMS or RF discdihat is T LE18 e h\
why all noise contributions have to be understoowl a E 1.E-19 .
modeled. In [1] it is shown that 1/f low frequenaygise for g 1.E20 \!br
22nm FDSOI is already on par with the ITRS2.0 targe 3 1E21 — "o N
Another low frequency noise component which gaimterest 2 1E22 -
in recent years is Random Telegraph Noise (RTN)[2je to g 1E23 —F—
the further down scaling FinFET technologies [3]vesl as 3 1E24 e !
FDSOI technologies [4] are affected. 1.E-25 , | |
0.1 1.0 10.0 100.0 1000.0

In this work the RTN of transistors manufacturednm
FDSOI are investigated. First the measurement saiugh Frequency (Hz)
conditions for transistor arrays are described. agorithm
based on the Weighted Time Lag Plot (WTLP) [5] desb
reliable RTN detection from the measurement datathke
second part of the paper typical RTN examples &eudsed
and mass data is presented. Here especially thwficagmt B. RTN extraction

impact of the Back Gate is discussed. The algorithm is based on a WTLP matrix as shown in
Fig. 2. Along the diagonal ID(i) = ID(i+1) the cemt levels of

Fig. 1. Current noise density for DUT413 (no RTN) and DUF{RTN).



interest are visible. In order to improve the statifor a given

element of the diagonal all elements orthogonahéodiagonal
are summed up. The result is the curve named G@itidignal

in Fig. 3 (b). In a second step the algorithm tte@sninimize

the area below the Original Signal by subtractingu§sian
curves. In this step mainly the magnitude and osit
(=median) of the Gaussian curves will be optimizéthe

standard deviation is for all Gaussian curves thees and
based on an initial guess from the WTLP.

WTLP - DUT 413 WTLP - DUT 775

"4

Drain Current (arb. unit} at i+1
|

Drain Current (arb. unit} at i+1
1

1 1 1 1 I I L 1 1 1 1
Drrain Current (arb. unit} at i Drain Current (arb. unit} at 1

Fig. 2. WTLP for DUT413 with 1 current level detected (n@N) and
DUT775 with 6 current levels detected (RTN).

The algorithm enables reliable detection of mulgleRTN.
Fig. 3 (b) shows an example with 6 current levééntified. In
the time domain, Fig. 3 (a), only 2 current levaetg visible.
The other levels are hidden due to other low frequenoise.
For DUT775 the remaining difference between the drelow
the Original Signal and the area below the Supdéipoof the
Gaussian curves is 3% (DUT413: 0.6%, not shown).
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Fig. 3. DUT775: (a) time domain sampling snapshot of therdcurrent ID
showing typical RTN, (b) Good matching of the onigii signal extracted from
the WTLP to the superpositon of all 6 detectedentrtevels.

lll.  BACK GATE IMPACT ONRTN

The algorithm described was applied to test data7400
DUT. In order to have the same Drain current fer different
BG settings the Gate voltage had to be adjustedBEo=0 V
only 34.5% DUT show no RTN, whereas for BG =2 \é th
number improves to 42.7%. It can be seen in F{b) 4or
more than 3 current levels the semi log plot shavraight
line. This allows to approximate the number of DWith
certain current levels for a given transistor asag.

(a) linear scale (b) log scale

8000 ] ] ]

10000

EBG=0V

EBG=2V
6000 - 1000

4000 - B 100

Number of DUT
Number of DUT

2000 - 10

0 lj-— 1

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 9 10
Number of Current Level

Number of Current Level

Fig. 4. BG dependent statistic of detected current levets 17400 DUT
measured, plot (a) linear and plot (b) logarithsgale.

IV. SUMMARY

RTN of transistors manufactured in 22nm FDSOI was
measured with a parallel test approach. This allmesrding
of mass data, which is then processed by a newritigo
based on the WTLP. Typical RTN examples show the
capability of the algorithm. Furthermore it could shown that
the number of current levels and therefore the rarmobactive
traps can be influenced by the setting of the Baate.
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Strain-induced increase of electron mobility in
ultra-thin InGaAs-OIl MOS transistors
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Abstract—The impact of strain on electron mobility is
investigated in ultra-thin InGaAs-Ol channels by
combining  tight-binding, = Schrodinger-Poisson, and
mobility simulations. Our model shows that mobility
improvement increases with body thickness downscalj,
up to 164% in 4 nm-thick InGaAs channels in strong
inversion.

Keywords—InGaAs-Ol; electron mobility; strain; Fermi
level pinning; interface charge; ultra-thin body

I. INTRODUCTION

InGaAs is considered a viabtechannel material for
future CMOS due to high electron mobilitye] despite
e.g. low density of states and Fermi level pinniRgP)
[1,2]. Further enhancement of Ill-V device perfonoa
via transport improvement is possible by applyitrgia
in InGaAs channels [3]. Recently, a strained 15thitk
INnGaAs-Ol MOSFET was reported with a significgmt
improvement when tensile strain is applied [4].this

work, He in strained, extremely-thin InGaAs-Ol channels

from the impact of strain opco. The impact of specific
CO scattering centers, which includes fixed charge
(Nin)), impurity charge Nimp) and bias-dependent
interface state charge density), is plotted in Fig. 2(b).
As expected, mobility limited by the bias-dependent
charge [ur) experiences the most prominent dependence
on the inversion charge densityd). Furthermore, the
W increase due to strain originates fr@menergy shift
relative to CB minimum in the presence of straiig. B
reports that th@iror enhancement grows with the tensile
strain value £) for all Tg, in both relatively weak
(Nt =10%cnm®  and  strong Nt = 8x132 cnT?)
inversions. Moreover, the enhancement increases wit
Ts downscaling, i.e. up to 164% and 89% in strong and
weak inversion, respectively, forTs=4 nm and
e=1.7%. The more pronouncgdor enhancement in
thinner InGaAs-Ol channels as compared to thickeso
originates from the greater improvement jofo with

is analyzed by accounting for bandstructure effectsStrain (see Fig 4) at loweFs. When comparing thé-

guantum confinement, and the impact of FLP.

1. MODELING, RESULTS ANDDISCUSSION

valley ground-state wave-function fofz=4 nm and
Te= 15 nm atNyt = 8x102cnt? in Fig 5, the increased
sensitivity to strain is observed fég= 15 nm. Hence, a

For I'-valley electrons, we employ a nearest-neighboisofter increase ofico and a stronger decrease |z
sp3d5s* tight-binding (TB) approach to calculate th with increasing strain occur in thicker channels A
impact of strain on transport effective masses,-nonstrain increases, SR scattering becomes more iamgort

parabolicity factor, and conduction band (CB) minimm
shift (TB parameters taken from [5]). The band-ciute
calculations are validated by the results from (6t
shown here). Compared to our previous work [,

especially for thinnest channels.

Ill.  CONCLUSION
We assessed the impact of strain in ultra-thin k&l

calculations based on MRTA includes the non-linearchannels. Due to high interface state charge densit
surface roughness (SR) scattering model from [&] anporis mainly determined by Coloumb scattering. The
Nit as an additional source of Coulomb scattering (CO)uror enhancement is the highest for the highest tensile

Energy profile Di of interface states in the CB is strain and, moreover,

modeled as acceptor type with exponential distidout
Di: = Dit(Eo) expF|(E-Eo)/Ed|]) (see Table 1.).

the enhancement is more
pronounced for thinner InGaAs channels. Fgx 4 nm,
we report the increase of 164% and 89% in strordy an

The calibration of the model is carried out on theweak inversion, respectively. The work shows tiet t

experimental data from [4], as reported in Fighatt

application of strain to InGaAs-Ol MOS transistass

shows a good agreement between simulations anghore attractive as the scaling progresses.

experiment. The calibration is done by keeping imon

scattering parameters fixed, whilB;, CO and SR
scattering parameters are adjusted (parametelistme
in Table I). As shown in Fig 2(a), CO scatteringthe
dominant scattering mechanism limiting the
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Fig 1. Comparison between experimental and simulation da
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Fig 2. (a)Impact of different scattering mechanisms on totability
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Table I. Material and scattering parameters used in caifister
Schrédinger-Poisson and MRTA mobility simulations.

15 nm-thick In s:Ga 4;As channel

€ (%) m = m(my) NP factora
oy 0 0.044 13
I 0.4 0.043 13
—~ 1.2 0.041 1.35
1.7 0.039 14
Bandstructure and Scattering Parameters
Er=0.75 eV
DAP,I‘ =7eV

Eop = 32 meV,Dop = 10x16G eV/icm
Epop=32 meVgo = 13.94¢, = 11.64
Vs 7= 2974 misys, = 4253 m/sp = 5506 kg/m
a="5.868 AV, = 0.5 eV Niy, = 3x10° cnr®

Teox = 30 nm. AJOs is used as GOX and BOX material.
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